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AUTOMATIC MACHINE TOOLS
• A machine that decides for 

itself when to start and when 
to stop

• Thermostats and sensors
• Mechanical Counters and 

Calculators 



Jacquard machine

The machine was patented by 
Joseph Marie Jacquard 1804
controlled by a "chain of cards"; a 
number of punched cards laced 
together into a continuous sequence.  
Multiple rows of holes were 
punched on each card, with one 
complete card corresponding to 
one row of the design.



In 1833 Charles  Babbage 
conceived and invented his 
”Difference Engine” (pictured to 
the left).  He continued work on 
an “analytical engine” – The first 
automatic digital computer, but 
as with many modern-era 
computing projects he ran out of 
money and the project was 
cancelled.





H  H l ith P h d R d  l t  1880’



SYMBOLIC REASONING
• Human-readable 

representations of problems
• LOGIC-based rules
• Electronic Computing vs. 

Analog Computing



ALAN M. TURING

1950 paper “Computing Machines and Intelligence”

Turing’s Test: “a properly qualified human observer is unable to separate, with more 
than chance success, the protocols produces by the computer programs from those 
produced by the humans.”

Halting Problem – Turing identified one important job of the program is to know 
when it’s done and the answer has been supplied.

Turing’s paper posed the question – “Can machines think?”



NEURAL NETWORKS - 1943

“A Logical Calculus of the ideas Imminent in Nervous Activity” Warren McCulloch 
(neuroscientist) and Walter Pitts (Logic/Mathmetician) combined to study neurons and 
how they work together in the brain.

Inputs fed into "preprocessors," they called “association units”.  These units are 
designed to look for certain things

Neural networks were studied to perform pattern recognition 



HEURISTICS
In simple terms, HEURISTICS are rules of thumb, shortcuts humans use to help narrow down the 
solution to problems, make decisions and make appropriate selections

Herbert Simon and Allan Newell researchers into the subject of heuristics as they might be 
applied by a computer to solve problems efficiently and thus simulate human intelligence.  

Search Trees – or ad hoc rules used to solve a problem.  In the case of the computer by use of 
logic gates (OR, AND, NOR, XOR…)

Randomness
Randomness is fundamental aspect of nature.  The question arises, how does an artificial 
intelligence approximate randomness?  How is randomness applied? 

Heisenberg Uncertainty Principle



Homeostat 1949 – Binary Logic



THE COMPUTER PROGRAM – SYMBOLIC LOGIC

Computer was invented to do arithmetic rapidly but early pioneers saw the potential 
of computers to process SYMBOLS that could be used in problem solving.

Artificial “thinking” by use of a computer program can produce sufficient results, not 
perfect, but begin to touch upon simulation of human thought

Elementary information processing combined into long branching sequences to 
generate more complex results.

Analog computers - one complex program at a time

Electronic computers are designed to accept instructions from a set of rules (instruction 
set) built into the computer



1950

Analog Computers

Analog 
computers 
handle 
information as 
a measure of 
physical 
quantities (voltage 
pulses over time, etc)



“Relay Moe” Plays 
Tick_Tack-Toe -  1956



Electronic (digital) Computers
Digital means handling information as characters or digits, 
in the way the fingers of one hand can express the 
numbers 0,1,2,3,4,5.



UNIVAC
1951





IBM 650 Computer



AI Workshop – 1956 
Dartmouth College 
Founded by John McCarthy

Very early if not the first 
use of the term “Artificial 
Intelligence” to mean the 
science and engineering of 
making machines intelligent.



EXAMPLES OF EARLY ARTIFICIAL INTELLIGENCE COMPUTING

A Program for Musical Composition – 1956.  Hiller and Isascson at the University of 
Illinois programmed the ILLIAC computer to compose music.  ILLIAC had 2800 
vacuum tubes and weighed 5 tons

The Logic Theorist – 1956.   J.C. Shaw (RAND Corp) programmed the JOHNNIAC to 
discover proofs for theorems in the Principia Mathmatica of Whitehead and Russell.  
70% score chapt 2

Game Playing Program – Checkers computer not able to win consistently

The General Problem Solver – 1957-1958.  Theoretical, attempt to pass Turing’s 
tests, used heuristic rules-based logic.



1959



EXPERT SYSTEMS (FIRST GEN)
Rules Based Logic (i.e. IF THEN 
Rules in Programming)
Required human interaction /  
input.
Not fully autonomous



1963

Pacific 
Telephone 
claims the 
telephone 
system is "the 
world's largest 
computer" due 
to the number 
and nature of 
its network 
connections. 

Agree?



LEADING PROGRAMMING LANGUAGES OF THE MID-1960S
COBOL (Common Business-Oriented Language) Used for business applications, data 
processing, financial industry. 

FORTRAN (Formula Translation) Used for scientific and mathematical applications

ASSEMBLER (Assembly Language) Used for low-level programming, which was important for 
memory conservation and speed

ALGOL (Arithmetic Language) Used for algorithmic and academic applications that benefit 
from block structures (precursor to C, etc.)

PL/1 (Program Language 1) IBM language taking the best of Cobol and Fortran

RPG (Report Program Generator) IBM Reporting language

LISP  What about LISP?  Not as widespread not practical



LISP (LIST PROCESSING)

John McCarthy developed this language in 1958 at MIT

Created specifically to perform iterative list processing for artificial intelligence 
development and research.

Highly specialized for symbolic processing, Complex language, not business-friendly

Memory and Processor-intensive, not all mainframes could run it early on.  Used in 
time-sharing systems / real time systems

More popular in later 60s-1980s as hardware capabilities improved

LISP Machines by Symbolics, LMI, and Xerox for AI-related apps.



IBM 360
Market Leader mid-60’s



IBM 360/44
Typical Acquisition Options:
$13,000 / month
$539,135 / purchase

65, 636 Bytes
30Mb Storage



ELIZA (1964-67)

IBM 7094

Early Natural Language 
Processing Computer Program 
written in MAD-SLIP (LISP var.)

Invented at MIT by Joseph 
Weizenbaum

Simulated conversation using 
heuristic rules of a therapist - 
CHATBOT

Layering and abstraction as a 
means of achieving 
sophisticated software 
programming

Here is a sample run: 
? I CAN'T SLEEP 
HOW DO YOU KNOW YOU CAN'T SLEEP 
? BECAUSE I DO NOT FEEL RESTED WHEN I WAKE UP 
WHY DO YOU ASK? 
? WHY DO I ASK WHAT? 
WHY DO YOU ASK? 
? BECAUSE I DO NOT KNOW WHAT YOU ARE TALKING ABOUT 
WHAT MAKES YOU THINK I AM TALKING ABOUT 
? YOU ARE MISSING MY POINT. I SAID I AM HAVING TROUBLE SLEEPING. 
DOES IT PLEASE YOU TO BELIEVE I AM MISSING YOUR POINT. YOU SAID YOU 
ARE HAVING TROUBLE SLEEPING. 
? YES. PLEASE HELP ME 
ARE YOU SURE? 
? YES 
I SEE. 
? WE ARE GETTING NOWHERE 
WHY DO YOU ASK? 
? I'M NOT ASKING 
DID YOU COME TO ME BECAUSE YOU ARE NOT ASKING 
? WHERE DID YOU GET YOUR DEGREE? 
WE WERE DISCUSSING YOU-- NOT ME. 
? I'M LEAVING YOU 
HOW LONG HAVE YOU BEEN LEAVING 
? 

Red= Patient, Black=ELIZA



ELIZA



WANG 300 
Electronic
Calculating 1965



1965



PopSci
5/1967







1970





AT&T 1970



1971



1971



PROLOG (1972)

PROgramming in LOGic a new AI language developed by Alain Colmerauer and 
Philippe Roussel

Used for symbolic reasoning, natural language processing

Used “first-order predicate logic” to express information (object-oriented logic)

Allows programs to specify the outcome needed not how to accomplish what to do

Compact, readable output, unifying complex facts into conclusions

Pattern matching

Came into wider use in the 1980s



Text Adventures

“Colossal Cave 
Adventure” 1976

First released for the 
Digital Equipment Corp 
PDP-10 mainframe 
computer.  Written in 
FORTRAN

I/O was through a 
Teletype.  Pictured here 
the same program on a 
VT50 terminal of the 
same period.



Sure enough, there it was 
again, “You are standing in an 
open field west of a white 
house, with a boarded front 
door. There is a small mailbox 
here.”





Star Trek:
Voyage to 
Adventure

Michael J. Dodge





Circa 1978-81





AI in 
personal 
computing?

1980-
1983

Z80 microprocessor



Embedded Computers

Single-board computer with a microprocessor chip 
(computer in a chip).  

Started appearing in mid-1970s devices

Automobiles with microprocessor chips (RCA 1802)

~1980





EXPERT SYSTEMS (GEN 2)
Taking Advantage of 
Developments in Computing 
Hardware and Software
Commercialization
Machine Learning, knowledge-
based reasoning



Advances in Expert 
Systems 1980s

• Less human interaction required 
to achieve sophisticated 
solutions to more complex 
problems

• Generate plausible inferences 
from incomplete or uncertain 
data

• Acquiring and storing new 
knowledge

• Reorganizing knowledge
• Determining Relevance

Byte 4/85



Notable Gen 2 Expert 
Systems

• MYCIN – diagnoses infections
• HUERISTIC DENDRAL – identify 

organic compounds
• PROSPECTOR – aid geologists 

in evaluating mineral sites
• PUFF – analyzed pulmonary 

function tests
• INTERNIST – performs diagnosis 

on internal medicine

Micro Cornucopia 1986



INTELLIGENT AGENTS Intelligent interfaces, smart bots, 
personal agents, network agents



“Today, however, it is becoming feasible to 
have a personal computer assistant that 
keeps building a database of everything you 
do, including continuous real-time videos..”
-Marvin Minsky 1994

• Apple Newton, Palm OS
• Handling electronic mail
• Meeting scheduling
• News filtering
• Book, movie reviews
• Guided Education / Help

Intelligent Agents asses the user’s 
preferences and weight them against 
choices to present what appears to 
be the highest percentage estimate 
of what the user might want.



NEURAL NETWORKS (1990S TO PRESENT)
Modeling Human Reasoning – Human 
brains have millions of interconnected 
neurons that communicate with each 
other to build relationships and 
inferences bases on context.
First theorized in 1956 – Why did it 
take so long to bring into fruition?



Train the “hidden layer” to associate 
input patterns with output patterns.

Train the “hidden layer” to control the 
inputs to better filter information to allow 
for desired output.



USES OF NEURAL NETWORKS

Exploration of Space

Military battle management, target identification, self-guided drones

Robotic control

Adaptive control

Fault-tolerant computers

Flight Assistance

Self-driving cars, drones

Complex pattern recognition



DATA SETS AND DEEP LEARNING

Where we are today. The culmination of AI development 1950-2025 

 

William Degnan
Kennett Classic

social@kennettclassic.com


	A History of AI
	A History of AI
	Automatic Machine Tools
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Symbolic Reasoning
	Alan M. Turing
	Neural Networks - 1943
	Heuristics
	Slide Number 11
	The Computer Program – Symbolic Logic
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Examples of Early Artificial Intelligence Computing
	Slide Number 21
	Expert Systems (First Gen)
	Slide Number 23
	Leading Programming Languages of the mid-1960s
	LISP (LISt Processing)
	Slide Number 26
	Slide Number 27
	ELIZA (1964-67)
	Slide Number 29
	Slide Number 30
	Slide Number 31
	Slide Number 32
	Slide Number 33
	Slide Number 34
	Slide Number 35
	Slide Number 36
	Slide Number 37
	Slide Number 38
	Slide Number 39
	PROLOG (1972)
	Slide Number 41
	Slide Number 42
	Slide Number 43
	Slide Number 44
	Slide Number 45
	Slide Number 46
	Slide Number 47
	Slide Number 48
	Slide Number 49
	Slide Number 50
	Expert Systems (Gen 2)
	Slide Number 52
	Slide Number 53
	Intelligent Agents
	Slide Number 55
	Neural Networks (1990s to present)
	Slide Number 57
	Uses of Neural Networks
	Data Sets and Deep Learning


